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What is Cluster analysis?

o Cluster analysis is a group of multivariate techniques whose primary
purpose is to group objects (e.g., respondents, products, or other
entities) based on the characteristics they possess.

o It is a means of grouping records based upon attributes that make
them similar. If plotted geometrically, the objects within the clusters
will be close together, while the distance between clusters will be

farther apart.

* Cluster Variate

- represents a mathematical representation of the
selected set of variables which compares the object"s similarities.




Cluster analysis vs Factor analysis

Cluster Analysis Factor Analysis
— grouping is —-grouping is based
based on the on patterns of
distance variation.
(proximity) (correlation)

Factor analysis, we form group of variables based on the
several people”s responses to those variables. In contrast to
Cluster analysis, we group people based on their responses
to several variables.



Cluster analysis vs Discriminant analysis

Cluster Analysis

- you don“t know
who or what
belongs to which
group. Not even
the number of

groups.

Discriminant analysis
- requires you to know
group membership for
the cases used to derive
classification rule.



Application:

» Field of psychiatry - where the characterization of patients on the basis of
clusters of symptoms can be useful in the identification of an appropriate
form of therapy.

» Biology - used to find groups of genes that have similar functions.

» Information Retrieval - The world Wide Web consists of billions of Web pages,
and the results of a query to a search engine can return thousands of pages.
Clustering can be used to group these search results into small number of
clusters, each of which captures a particular aspect of the query. For
instance, a query of “movie” might return Web pages grouped into
categories such as reviews, trailers, stars and theaters. Each category
(cluster) can be broken into subcategories (sub-clusters_, producing a
hierarchical structure that further assists a user®s exploration of the query
results.

» Climate - Understanding the Earth“s climate requires finding patterns in the
atmosphere and ocean. To that end, cluster analysis has been applied to
find patterns in the atmospheric pressure of polar regions and areas of the
ocean that have a significant impact on land climate.




Common Roles Cluster Analysis can
play:

» Data Reduction

-A researcher may be faced with a large number of
observations that can be meaningless unless classified into
manageable groups. CA can perform this data reduction
procedure objectively by reducing the info. from an
entire population of sample to info. about specific
groups.

» Hypothesis Generation

— Cluster analysis is also useful when a researcher

wishes to develop hypotheses concerning the nature of
the data or to examine previously stated hypotheses.



Most Common Criticisms of CA

v Cluster analysis is descriptive, atheoretical, and noninferential. Cluster analysis has no
statistical basis upon which to draw inferences from a sample to a population, and many
contend that it is only an exploratory technique. Nothing guarantees unique solutions,
because the cluster membership for any number of solutions is dependent upon many
elements of the procedure, and many different solutions can be obtained by varying one or

more elements.

v Cluster analysis will always create clusters, regardless of the actual existence of any structure
in the data. When using cluster analysis, the researcher is making an assumption of some
structure among the objects. The researcher should always remember that just because
clusters can be found does not validate their existence. Only with strong conceptual support
and then validation are the clusters potentially meaningful and relevant.

» The cluster solution is not generalizable because it is totally dependent upon the variables
used as the basis for the similarity measure. This criticism can be made against any
statistical technique, but cluster analysis is generally considered more dependent on the
measures used to characterize the objects than other multivariate techniques. With the
cluster variate completely specified by the researcher. As a result, the researcher must be
especially cognizant of the variables used in the analysis, ensuring that they have strong
conceptual support.




Objectives of cluster analysis

» Cluster analysis used for:
o Taxonomy Description. |dentifying groups within the data
- Data Simplication. The ability to analyze groups of similar

observations instead all individual observation.

- Relationship Identification. The simplified structure from CA
portrays relationships not revealed otherwise.

» Theoretical, conceptual and practical considerations must be
observed when selecting clustering variables for CA:
> Only variables that relate specifically to objectives of the CA are
included.

o Variables selected characterize the individuals (objects) being

clustered.




How does Cluster Analysis work?

The primary objective of cluster analysis is to define the
structure of the data by placing the most similar

observations into groups. To accomplish this task, we must
address three basic questions:

- How do we measure similarity?
o How do we form clusters?
- How many groups do we form?




Measuring Similarity

» Similarity represents the degree of correspondence among objects
across all of the characteristics used in the analysis. It is a set of
rules that serve as criteria for grouping or separating items.

- Correlational measures.

- Less frequently used, where large values of r’s do indicate
similarity

o Distance Measures.

Most often used as a measure of similarity, with higher values
representing greater dissimilarity (distance between cases), not
similarity.



Similarity Measure

Graph 1 Graph 2

Chart Title
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» Both graph have the same r = 1, which implies to have
a same pattern. But the distances (d"s) are not equal.




Distance Measures

- several distance measures are available, each with specific
characteristics.

v Euclidean distance. The most commonly recognized to as straight-
line distance.

:
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v Squared Euclidean distance. The sum of the squared differences
without taking the square root.

»  City- block (Manhattan) distance. Euclidean distance. Uses the sum
of the variables” absolute differences

deity-block(B. C) = |xg — xc| + |v8 — yc|




Chebychev distance.
Is the maximum of the absolute difference in the clustering variables®
values. Frequently used when working with metric (or ordinal) data.

Aehebychec(B, C) = max([xg — xc|, [v8 = ycl)
» Mabhalanobis distance (D?). |s a generalized distance measure that

accounts for the correlations among variables in a way that weights
each variables equally.
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Simple Example

» Suppose a marketing researcher wishes to determine market segments in a

community based on patterns of loyalty to brands and stores a small sample
of seven respondents is selected as a pilot test of how cluster analysis is
applied. Two measures of loyalty- VV1(store loyalty) and V2(brand loyalty)-

were measured for each respondents on 0-10 scale.

Data Values
Clusterin £ I ts .
WVariable A B C D E | F G
Vv, 3 4 4 2 [ | (3]
[
Vs 2 5 !




Simple Example
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How do we measure similarity?

Proximity Matrix of Euclidean Distance Between Observations

Observations

Observation A B C 5 3 : c
A ___
B 3.162 -
C 5.099 2.000 -
D 5.099 2.828 2.000 ——=
E 5.000 2.236 2.236 4.123 -
F 6.403 3.606 3.000 5.000 1.414 --—-
G 3.606 2.236 3.606 5.000 2.000 3.16 ——-

2

deyctidean (A, B) = J(Vl(A} - V1(B} ):+ (V2 (4) — VZ[B} )=

dE‘ucIidean (A: B) — \/(3 —4 )2 + (2 -5 )2 = 3.162




How do we form clusters?

» SIMPLE RULE:

o |dentify the two most similar(closest) observations not
already in the same cluster and combine them.

- We apply this rule repeatedly to generate a number of
cluster solutions, starting with each observation as its own
“cluster” and then combining two clusters at a time until all
observations are in a single cluster. This process is termed
a hierarchical procedure because it moves in a stepwise
fashion to form an entire range of cluster solutions. It is
also an agglomerative method because clusters are formed
by combining existing clusters



How do we form clusters?

AGGLOMERATIVE PROCESS CLUSTER SOLUTION
Minimum Overall Similarity
Step Unplgsiexed Observation  Cluster Membership  Number of WMeésRinr((aséeiige
Observations? Pair Clusters
Initial Solution (A)B)(C)(D)(E)(F)(G) 7 Disgance)
1 1.414 E-F (A)B)(C)(D)(E-F)(G) 6 1.414
2 2.000 E-G (A)(B)(C)(D)(E-F-G) 5 2.192
3 2.000 C-D (A)(B)(C-D)(E-F-G) 4 2.144
4 2.000 B-C (A)(B-C-D)(E-F-G) 3 2.234
5 2.236 B-E (A)(B-C-D-E-F-QG) 2 2.896
6 3.162 A-B (A-B-C-D-E-F-QG) 1 3.420

In steps 1,2,3 and 4, the OSM does not change substantially, which
indicates that we are forming other clusters with essentially the same
heterogeneity of the existing clusters.

When we get to step 5, we see a large increase. This indicates that joining
clusters (B-C-D) and (E-F-G) resulted a single cluster that was markedly
less homogenous.




How many groups do we form?

» Therefore, the three - cluster solution of Step 4 seems the
most appropriate for a final cluster solution, with two equally
sized clusters, (B-C-D) and (E-F-G), and a single outlying
observation (A).

This approach is particularly useful in identifying outliers, such
as Observation A. It also depicts the relative size of varying
clusters, although it becomes unwieldy when the number of
observations increases.



Graphical Portrayals

(@) Nested Groupings
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Graphical Portrayals

(k) Dendrogram
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» Dendogram

— Graphical representation (tree graph) of the results of a
hierarchical procedure. Starting with each object as a
separate cluster, the dendogram shows graphically how the
clusters are combined at each step of the procedure until all
are contained in a single cluster




QOutliers: Removed or Retained?

» Outliers can severely distort the representativeness of the

results if they appear as structure (clusters) inconsistent with the
objectives.

> They should be removed if the outliers represents:
- Abberant observations not representative of the population

- Observations of small or insignificant segments within the
population and of no interest to the research objectives

o They should be retained iif a undersampling/poor
representation of relevant groups in the population; the

sample should be augmented to ensure representation of
these group.




Detecting Outliers

» OQutliers can be identified based on the
similarity measure by:

> Finding observations with large distances from all
other observations.

- Graphic profile diagrams highlighting outlying cases.

o Their appearance in cluster solutions as single -
member or small clusters.



Sample Size

» The researcher should ensure that the sample size is
large enough to provide sufficient representation of all
relevant groups of the population

» The researcher must therefore be confident that the
obtained sample is representative of the population.




Standardizing the Data

» Clustering variables that have scales using widely differing
numbers of scale points or that exhibit large differences in
standard deviations should de standardized.

- The most common standardization conversion is Z score
(with mean equals to 0 and standard deviation of 1).




Deriving Clusters

> There are number of different methods that can be

used to carry out a cluster analysis; these methods

can be classified as follows:

+» Hierarchical Cluster Analysis

+ Nonhierarchical Cluster Analysis

« Combination of Both Methods




Hierarchical
Cluster Analysis



Hierarchical Cluster Analysis

» The stepwise procedure attempts to identify relatively
homogeneous groups of cases based on selected
characteristics using an algorithm either agglomerative
or divisive, resulting to a construction of a hierarchy or
treelike structure (dendogram) depicting the formation
of clusters. This is one of the most straightforward

method.

» HCA are preferred when:

o The sample size is moderate (under 300 - 400, not exceeding
1000).




Two Basic Types of HCA

> Agglomerative Algorithm

> Divisive Algorithm

*Algorithm- defines how similarity is defined
between multiple - member clusters in the clustering

process.




Agglomerative Algorithm

4

Hierarchical procedure that begins with each object or
observation in a separate cluster. In each subsequent step,
the two clusters that are most similar are combined to build a
new aggregate cluster. The process is repeated until all
objects a finally combined into a single clusters. From n
clusters to 1.

Similarity decreases during successive steps. Clusters can't
be split.




Divisive Algorithm

» Begins with all objects in single cluster, which is then divided
at each step into two additional clusters that contain the most
dissimilar objects. The single cluster is divided into two
clusters, then one of these clusters is split for a total of three

clusters. This continues until all observations are in a single -

member clusters. From 1 cluster to 77 sub clusters




Dendogram/ Tree Graph
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Agglomerative Algorithms

» Among numerous approaches, the five most popular

agglomerative algorithms are:

> Single - Linkage

(e]

Complete - Linkage

(¢]

Average - Linkage
Centroid Method
Ward"s Method

(e}

(¢]

[¢]

Mahalanobis Distance




Agglomerative Algorithms

» Single - Linkage
o Also called the nearest - neighbor method, defines
similarity between clusters as the shortest distance from
any object in one cluster to any object in the other.




Agglomerative Algorithms

» Complete Linkage

- Also known as the farthest - neighbor method.

> The oppositional approach to single linkage assumes
that the distance between two clusters is based on
the maximum distance between any two members in
the two clusters.




Agglomerative Algorithms

» Average Linkage

» The distance between two clusters is defined as the

average distance between all pairs of the two clusters”
members




Agglomerative Algorithms

» Centroid Method

o Cluster Centroids

— are the mean values of the observation on the
variables of the cluster.

- The distance between the two clusters equals the
distance bet" ' .




Agglomerative Algorithms

y Ward's Method

o The similarity between two clusters is the
sum of squares within the clusters summed
over all variables.

> Ward's method tends to join clusters with a
small number of observations, and it is
strongly biased toward producing clusters
with the same shape and with roughly the
same number of observations.



Hierarchical Cluster Analysis

» The Hierarchical Cluster Analysis provides an excellent
framework with which to compare any set of cluster
solutions.

» This method helps in judging how many clusters should be
retained or considered.




Non Hierarchical
Cluster Analysis



Non Hierarchical Cluster Analysis

» In contrast to Hierarchical Method, the NCA do not involve the
treelike construction process. Instead, they assign objects
into clusters once the number of clusters is specified.

o Two steps in Non HCA
1.) Specify Cluster Seed - identify starting points

2.) Assignment - assign each observation to one of the
cluster seeds.



Non Hierarchical Clustering
Algorithm

« Sequential Threshold Method
 Parallel Threshold Method
« Optimizing Procedures

» All of this belongs to a group of clustering algorithm known
as K- means.

o K - means Method

- This method aims to partition n observation into k clusters in which each
observation belongs to the cluster with the nearest mean.

K - means is so commonly used that the term is used by some to referto
Nonhierarchical cluster analysis in general.




Advantages of HCA

» Simplicity. With the development of Dendogram, the HCA so
afford the researcher with a simple, yet comprehensive
portrayal of clustering solutions.

» Measures of Similarity. HCA can be applied to almost any type
of research question.

» Speed. HCA have the advantage of generating an entire set of
clustering solutions in an expedient manner.



Disadvantages of HCA

» To reduce the impact of outliers, the researcher may wish to
cluster analyze the data several times, each time deleting
problem observations or outliers.

» Hierarchical Cluster Analysis is not amenable to analyze large
samples.




Advantages of NonHCA

» The results are less susceptible to outliers in the data, the
distance measure used, and the inclusion of irrelevant or
inappropriate variables.

» Non Hierarchical Cluster Analysis can analyze extremely large
data sets.




Disadvantages of NonHCA

» Even a nonrandom starting solution does not guarantee an optimal
clustering of observations. In fact, in many instances, the researcher
will get a different final solution for each set of specified seed
points. How is the researcher to select the optimum answer? Only by
analysis and validation can the researcher select what is considered
the best representation of structure, realizing that many alternatives
may be acceptable.

» Nonhierarchical methods are also not so efficient when a large
number of potential cluster solutions. Each cluster solution is a
separate analysis, in contrast to the hierarchical techniques that
generate all possible cluster solutions in a single analysis.

Thus, nonhierarchical techniques are not as well suited to exploring
a wide range of solutions based on varying elements such as
similarity measures, observations included, and potential seed
points.




Combination of Both Method

A combination approach using a hierarchical approach followed by a

nonhierarchical approach is often advisable.

« First, a hierarchical technique is used to select the number of
clusters and profile clusters centers that serve as initial cluster
seeds in the nonhierarchical procedure.

« A nonhierarchical method then clusters all observations using the

seed points to provide more accurate cluster memberships.

In this way, the advantages of hierarchical methods are complemented by
the ability of the nonhierarchical methods to refine the results by

allowing the switching of cluster membership.




Interpretation of Clusters

» The cluster centroid, a mean profile of the cluster on each
clustering variable, is particularly useful in the interpretation
stage:

o Interpretation involves examining the distinguishing
characteristics of each cluster”s profile and identifying
substantial differences between clusters.

o Cluster solutions failing to show substantial variation
indicate other cluster solutions should be examined.

o The cluster centroid should also be assessed for
correspondence with the researcher”s prior expectations
based on theory or practical experience.




Validation of Clusters

» Validation is essential in cluster analysis because the clusters
are descriptive of structure and require additional support for
their relevance:

« Cross - validation empirically validates a cluster solution by
creating two subsamples (randomly splitting the sample)
and then comparing the two cluster solutions for
consistency with respect to the number of clusters and the
clusters profiles.

« Validation is also achieved by examining differences on
variables not included in the cluster analysis but for which a
theoretical and relevant reason enables the expectation of
variation across the clusters.




Cluster Analysis on SPSS




Types of Clustering Procedure

» Hierarchical Cluster Analysis
» Non Hierarchical Cluster Analysis

» Two - Step Cluster Analysis




Hierarchical Cluster
Analysis



Hierarchical Cluster Analysis

Example:
This file only includes 20 cases, each responding to items on
demographics (gender, qualifications, days absence from

work, whether they smoke or not), on their attitudes to

smoking in public places (subtest totals for pro and

anti), plus total scale score for self-concept. We are
attempting to determine how many natural groups exist and

who belongs to each group.
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W Hierarchical Cluster Analysis

Click ,Plots"”

Hierarchical Cluster Analysis: Plots




I Hierarchical Cluster Analysis

Click ,Method"
/
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DENDOGRAM

Dendrogram using Ward Linkage

Rescaled Distance Cluster Combine

0 3 10 13 20
1 1 L 1

23

Parsing the classification
tree to determine the

11

number of clusters is a
subjective process.
Generally, you begin by
looking for "gaps" between
joining along the horizontal
axis. Starting from the right,
there is a gap between 5
and 10, which splits the
data into two clear clusters
and a minor one.




AGLOMERATION SCHEDULE The agglomeration

schedule is a numerical

Table 23.1  Agglomeration schedule summary of the cluster
solution.
Stage cluster first
Cluster combined appears he fi v
Stage Cluster 1 Cluster2 Coefficients  Cluster 1 Cluster 2 Next stage and 9 are combir’l ed
1 i 9 4,000 0 0 8 because they have the
2 1 19 13.500 0 0 smallest distance
3 4 8 23.000 0 0
4 0 0 The cluster created by
: (2, g their joining next appears
5 s i in stage 8
8 5 7 107.333 0 1 13
9 12 15 137.333 0 0 13 In stage 8, the
10 4 20 183.167 3 0 16 observations 5 and 7 were
1 2 6 231,583 0 7 12 joined. The resulting
12 2 n 324976 n 5 17 cluster next appears in
13 5 12 442.976 8 E] 14 stage 13.
14 3 5 586.810 0 13 15
15 1 3 806.405 0 14 18 When there are many
16 4 10 1055.071 10 0 19 cases, this table becomes
17 2 14 1361.651 12 6 18 rather long, but it may be
18 1 2 2362.438 15 17 19 easier to scan the
19 1 3453.150 18 16 0

coefficients column for
large gaps rather than
scan the dendrogram.




AGLOMERATION SCHEDULE

Table 23.2 Re-formed agglomeration table

No. of clusters Agglomeration last step Coefficients this step Change
2 3453.150 2362.438 1090.712
3 2362.438 1361.651 1000.787
4 1361.651 1055.071 06.634
5 1055.071 806.071 248.946
6 806.405 219.595

A clear demarcation point seems to be here. /

A good cluster solution sees a sudden jump (gap) in the distance coefficient. The
solution before the gap indicates the good solution.

Table 23.2 is a reformed table to see the changes in the coefficients as the
number of clusters increase. The final column, headed 'Change", enables us to
determine the optimum number of clusters. In this case it is 3 clusters as
succeeding clustering adds very much less to distinguishing between cases.




» Repeat step 1 to 3 to place cases into one of three clusters.

] : 2% Hierarchical Cluster Analysis ﬂ
]
] Yariables(s): S aticd
] &5 nender [gender] -

&) gualifications [guals] @
] ap &) smoke or not [smoke] @
] & self concept scare ...

Save...

] 59 days absent last ve... | —
] Label Cazes by:
] E | | i:f Hierarchical Cluster Analysis:'S x|
] [ Cluster —————————— rCluster Membership
] @ Cases @ Yariables © hone

rDisplay ———————————— @ single =olution

[ statiztics [ Plots Mumber of clusters: EI

@) Range of solutions
Lok J[ aste || meset | [cancel || Hep | i umber of clusters:

hazimum number of clusters:

(contine] (_cancel J{_tep |

The number you place in the box is the number of clusters that seem best to

represent the clustering solution in a parsimonious way.
Finally click OK.



=3Ch 18 data file SPSS A - SPSS Data Editor

Fle Edt Viow Dofa Irensforn Anshzs Grophs Lbities Window Help

%EE@MM»EMM.QEQ,MMI

5 |
| gender | quals | smoke | selfcon | absence | subtesto| ch3 1 B var
1 1 1.00 1.00 2200 3.00 30. 1
£ 1 1.00 1.00 4500 .00 29. 2

D 100 100 3600[ 2100[ 23 1
4 1 2.00 200 4500 14.00 14 3
5| 1 1.00 1.00 3200 9.00 16 1
3 1 1.00 200 41.00 5.00 20. 2
7 1 1.00 1.00 35.00 8.00 22. i
8 2 1.00 2.00 4200 12.00 12. 3

1 3.00 1.00 3300 8.00 21 1]

10 2 1.00 200 54 00 30.00 18 3
11 1 2.00 1.00 37.00 00 23. 2
12 1 1.00] 100  2600] 1200 22 1]
13l 1 1.00 1.00 39.00 400 24. 2
14] 1 1.00 1.00 5300 .00 200 2]
15 2 1.00 1.00 2300 13.00 15, {
16 1 1.00 2.00 43.00 3.00 2. 2
17 2 2.00 2.00 5200 .00 15. 2
18 1 1.00] 1.00 39.00 ool 190 2]
19 1 1.00 1.00 34.00 .00 20. 2
20 2 3.00 2.00 4500 21.00 13 3
21 . . .

A new variable has
been generated at
the end of your
SPSS data file
called clu3_1
(labelled Ward
method in variable
view). This
provides the
cluster
membership for
each case in your
sample

Nine respondents have been classified in cluster 2, while

there are seven in cluster 1 and four in cluster 3.




We now proceed by conducting a one-way
ANOVA to determine on which classifying
variables are significantly different between

the groups
2= One-Way ANOYA: Opkions 5'
—statistics
@ Descriptive
s a x
il One-V/ay AT —I [ Fixed and random effects
Dependert List: ] Homogeneity of variance test
&) gender [gender] |:| Browen-Forsythe
&) nualifications [guals] [ wyelch
&) amake o not [smoke]
-
,& zelf concept score [zel.. @ [ Means plot
ﬁ days absert last year [... o
4& total anti-=moking palici... plsEAlEs

@ Exclude cases analysis by analysis
Factar:

ad | &b Ward Methad

(Lot ) (eosto ) (gosct ) (cancn) ek ) (coniue) (cancel ) (_ten )

| (] Exclude cazes listwize




ANOVA

Surm of
Snuares df Mean Square F Sin.
gender Eetween Groups 1.254 i B27 4.270 O
Within Groups 2 4496 17 147
Total 3.750 18
gqualifications Eetween Groups 816 i A08 Bay
Within Groups T.T34 17 Aa45
Total 8.550 18
smoke or not Eetween Groups 2.850 i 1.275 10.838 0m
Within Groups 2.000 17 118
Total 4.550 18
self concept score Eetween Groups 860263 i 480132 13.188 000
Within Groups 618.937 17 36.408
Total 1579200 18
days absent lastyear Eetween Groups §52.086 i 476.043 18.156 000
Within Groups 422 464 17 24.851
Total 1374.540 18
total anti-smoking Eetween Groups 174.530 i av.265 4,816 22
policies subtest B Within Graups 308.020 17 18119
Total 482550 18

Qualifications did not produce any significant associations.




Interpreting Clusters

» Crosstab analysis of the nominal variables gender, qualifications and whether
smoke or not produced some significant associations with clusters.

x
e | Exet.. |

&) gualifications [quals] E &) gender [gender)
= [

& zelf concept score [self... &) smoke ar not [smake]

ﬁ days absent last vear [a.. m
ﬁ total anti-smoking policie. . Columniz): @
E &) Ward Method @

~Laver 1 of 1

Presvious Mt

2]

|:| Dizplay clustered bar charts
|:| Suppress tables

(Lot ) Leeste ) (gesat ) (conca) e )




gender *Ward Method Crosstabulation
Count
Ward Method
3 1 2 3 Tatal
dender  male a 18
fernale 1 ]
Total g 20
smoke or not * Ward Method Crosstabulation
Count
Ward Method
1 2 Total
smoke ornot  non-smoker ¥ 6 0 13
smoker 1] 3 4 ¥
Total 7 g 4 20

Cluster 1 : consists of male non smokers
Cluster 2 : consists of smoking and non smoking males

Cluster 3 : consists of smoking females




Descriptives

85% Confidence Interval for
Mean

Std. Deviation | Std. Error | Lower Bound | UpperBound | Minimum | Maximum

self concept score <L~__ 579819 219151 24 2090 349339 2200 36.00
2 g 425556 6.48288 216096 37.5724 47 5387 34.00 53.00

3 46.5000 519615 259808 38.2318 54,7682 42.00 54.00

Total 388000 911679 203858 345332 430668 2200 54.00

days absent lastyear a_ 562308 212533 5.3709 157719 3.00 21.00
2 = 206155 68718 -2513 29180 00 5.00

3 19.2500 813941 406971 6.2984 322016 12.00 30.00

Total 81500 8.50557 1.80190 41693 121307 00 30.00

lpoé:ldaensbg'ggg? <f:;_ 496176 1.87537 16.8397 26,0174 15.00 30.00
2 417665 139222 18.5673 249882 15.00 29.00

3 14.2500, 262996 1.31498 10.0652 18.4348 1200 18.00

Total 201500 503958 1.12688 17.7914 225086 12.00 30.00

Cluster 1 is characterized by low self-concept, average absence rate, average
attitude score to anti-smoking, non-smoking males.

Cluster 2 is characterized by moderate self-concept, low absence rate, average
attitude score to anti-smoking, smoking and non-smoking males.

Cluster 3 is characterized by high self-concept, high absence rate, low score to
antismoking, smoking females.




K - means Cluster
Procedure



K - means Cluster Procedure

Example:

The telecommunication provider wants to segment its customer base
by service usage patterns. If customer can be classified by usage, the
company can offer more attractive package to its customers. The
following variables are;

Multiple lines
Voice mail
Paging service
Internet

Caller ID

Call waiting

Call forwarding
3-way calling
Electronic billing

v Vv Vv VvV VvV VvV VvV Vv Vv




] telco_extra.sav [DataSet1] - PASW Statistcs Data Editor

- - N (| i

File Edit View Data Transform Analze DirectMarketing Graphs Utiities Add-ons Window Help

; Reports > @Q ‘
,@ . @ s Descriptive Statistics » %%% m“ o R %
1: region 12 Tables ) \Visible: 46 of 46 Variables
I region || tenure Compare Means » fress income || ed “ employ " retire gender " reside || tollfree || equip " callcard || wireless ” lo

1 2 1 GeneralLinearModel 9 64.00 4 5 0 0 2 0‘ 0| 1.00 0 I'k\
2 3 1 ‘censtaikadtinsardodeis T 13600 5 5 0 0 6 100 0 100 100
3 3 §  MiedModels v |2 160 1 2 0 1 2 100 0 100 0
4 2 . Correlate |12 33.00 2 0 0] 1 1 0‘ 0 0] 0
5 2 ‘ Regression ) 9 3000 1 2 0‘ 0‘ 4 0‘ 7:0_‘ 0‘ 0
6 2 e oL 78.00 2 16) 0 d 1 100 0 100 0
7 3 I eatias { 2 19.00 2 4 ] ! 5 0 0 100 0
N ey ) v o w ol
J - 3 ] Dimension Reduction = 74 2 D 70‘ 9 i ) 100 ¢
10 1 [ Eal K-Means Cluster.. 1 2 0 0 3 0 0 1.00 0
11 2 G ; il Hierarchical Cluster... al 5| 0 1 1 0 1_00? 0 0
12 3 Nonamele ) EiTee. El 15 0 1 1 100 0 100 0
13 1 { Deciu | B 2| 9 0 1 3 0 0 10 0
1 2 § S ' m;emsmei 4 b4 0 1) 3 100 100 0 100
I 9 Multiple Response b = gh-bof... | g 0 1 2 0 0 0 0
16 1 7 Bl Missing Value Analysis... 2 7500 5 1 0 0 4 0 100 100 0
T 3 §  Mulple Imputation M 38 16200 2 N 0 0 1 100 1.00 1.00 o
18 3 3 ComplexSamples O I Y ) 2 6 0 1 3 100 0 0 0
19 2 Quality Control ) 3 2000 1 3 0 0 1 0 0 0 0
20 1 4 ERocCune.. 3 T 4 2 0 0 4 0 100 100 100
2 3 5 K[| T 7 1600 3 1| 0 1 | 0 1.00 0 100
p) 1 6 52 1 17 12000 Kl % 0 0 2 0 0 100 0
p3) 3 53 3 0 10 10100 5 4 0 1 2 0 100 100 100 [




-mMeans uster Analysis

wariakles:
& Ceographic indicato. | [* ﬁ Standardized log-long distance [zl [*
ﬁ rorths with serwvic. . ﬁ Standardized log-tall free [Zintall]

& Age in years [age] & Standardized log-equipment [Zinecui] @
& Marital status [marital] G & Standardized log-calling card [zIinc...

& “ears at current ad... & Standardized log-wireless [Zinwvire]
f Household income ... f Standardized multiple lines [zmultlin]  [—

d Lewvel of education [...

f “ears with current .. Label Cases by:
A Patived Tratiral e

Mumber of Clusters: —hAethoo
@ terate and classify = Clas=ify only
—Cluster Centers [ "
Sz Tl Q K-Means Cluster Analysis: lterate E

= Open dataset

haximum terations: 20

@ External ot

Converggnoe Criterion: (0

Wyrite: final:

@ ey aset

L=g/running means
B Dofa file

) (Easied) (Resed (Sonet) (o)

/ Number [ iteration or repetition of

combinihg different clusters.

Specify number of clusters

Determines when iteration cease and
represent a proportion of the min.




-medns LWSIer Anatysis. Upuons

—otatistics
Initial cluster centers
ANDY A table
Cluster information for each case

-Mizzing Yalues

STATISTICS

© Exclude cases listwize it will show the

@ Exclude cazes pairwise information for each
group.




Initial Cluster center

iZluster

1 = 3
Standardized log-lang
distance 2.48 -1.70 12
Standardized log-tall free 2.34 -. 20 -. 349
Standardized
log-egquiprment 1.34 -85 .54
Standardized log-calling
card 2449 -. 256 -1.28
Standardized
log-wireless 1.14 -1.75 1.42
Standardized multiple
lines 1.05 -.95 1.05
Standardized waice rmail 1.51 1.51 1.91
Standardized paging 1.6 1 .62 1 63
Standardized internet 1.321 -. 7B 1.321
Standardized caller id 1.04 1.04 - 95
Standardized call waiting 1.032 -.97 1.03
Standardized call
forvwarding 1.01 1.01 --94d
Standardized 3-wway
calling 1.00 1.00 -1.00
Standardized electronic
billing - 77 -.F7T 1.20

The initial cluster centers are the variable values of the k well-
spaced observations.




Iteration History

The iteration history shows the progress of the clustering process at

each step.
Change in Cluster Centars |
. Change in Cluster Centers
[teration 1 2 3
1 3.2498 3.8490 3.491
2 1.016 A7 A3
3 ATT 320 420
4 240 180 145
f 14 A28 08
fi 043 083 027
7 iyt 094 03z
g a4 51 18
g 35 85 163
10 025 .3a4 333
11 ilirs 434 287
12 74 368 ATT
- - AT 13 i 134 07a
14 077 96 20
14 041 047 14
16 014 27 0on
17 14 038 0on
18 an oo an

| v _ H By the 14th iteration, they have
rll carty |terat|on;,_ft € settled down to the general area of
cluster centers shitt quite a their final location, and the last four



ANOVA

Zluster Errar

Mean Mean

Sguare ot Sqguare ot =i
Standardized log-londg
distance 12063 8976 997 .aooo
Standardized log-toll free 43 418 = .8z20 472 .aoo _
Standardized
log-equiprment q99.056 488 83 .aoo
Standardized log-calling & 201 o a4 TS noz
card
Standardized
log-wireless a2.8749 = B46 293 .aooo
IE_tandardlzed multiple 40 032 o a7E qaT aon
ines
Standardized vaice mail 236,301 = 528 997 .aoo
Standardized pading 298 992 = 402 997 .aoo
Standardized internet 123 447 e Fa4d 997 .aoo
Standardized caller id 2035104 = 384 997 .aoo
Standardized call waiting 204 BT 4 =2 A1 g9y aon
Standardized call
forwarding 288.343 = 24 997 .aooo
Standardized I-wway
calling Z2E2. 397 e ATE 997 .aoo
Standardized electranic
killing 112.782 = FTTE 997 .aooo

The ANOVA table indicates which variables contribute the most to your

cluster solution.

Variables with large F values provide the greatest separation between

clusters.




Cluster
i

Standardized log-lang
distance 22 -18
Standardized log-tall free A2 -1.04
Standardized
log-equipment -1 B3
Standardized log-calling
card 02 -7
Standardized
log-wireless ~18 -1.00
Standardized multiple
lines -2 ~03
Standardized voice mail -2 -44
Standardized paging -8 -44
Standardized internet -A9 -.02
Standardized caller id i -8
Standardized call waiting Tz -80
Standardized call
forwarding = ~78
Standardized 3-way
calling b7 ik
Standardized electranic
illing b3 0

~_The final cluster centersare
computed as the mean for each
variable within each final cluster. The
final cluster centers reflect the
characteristics of the typical case for
each cluster.

Customers in cluster 1 tend to be big
spenders who purchase a lot of
services.

FINAL CLUSTER CENTERS



FINAL CLUSTER CENTERS

Cluster
1 3 _ 2

Standardized log-long 05 16 g_tatndardlzed log-lang 05 22
distance ' h Istante
Standardized log-toll free 24 1,05 standardized log-toll free 24 12

) Standardized a1 19
Etandar_dlzed " _5g log-equipment : -
log-equipment : : . )

) ) Standardized log-calling
Standardized log-calling 47 47 card A7 02
card Standardized
Standardized lag-wireless 42 -74
log-wireless 42 -1.00 ; ;

Standardized multiple

) ) X A48 -.24
Standardized multiple 40 05 lines
lines ' ' Standardized vaice mail 26 -.24
Standardized voice mail 1.26 -44 Standardized paging A3 -.38
Standardized paging 1.43 - 44 Standardized internet a1 -.59
Standardized internet 21 -0z Standardized caller id a2 1
Standardized caller id a7 .81 Standardized call waiting Ja T2
Standardized call waiting 76 -.80 standardized call 75 5a

. forwarding ) :
Standardized call 75 79 Standardized 3
forwarding ' ' ca?lri]ngar 2B Ty 74 &7
Standardlzed F-wiay T4 -758 Standardized electronic
calling - | -.63

hilling

Standardized electronic
billing 70 05

Customers in cluster 3 tend to
spend very little and do not
purchase many services.

Customers in cluster 2 tend to
be moderate spenders who
purchase the "calling” services.




Cluster 1 2
1

i 3.500

3 4863

Cluster 2 is approximately
equally similar to clusters
1 and 3.

<€

This table shows the Euclidean distances
between the final cluster centers.
Greater distances between clusters
correspond to greater dissimilarities.

Clusters 1 and 3 are most different.

Cluster 1 z ]




Zluster 1 226.000

wWalid
Missing

A large number of cases were assigned to the third
cluster, which unfortunately is the least profitable group.

Perhaps a fourth, more profitable, cluster could be
extracted from this "basic service" group.



MAIN DIALOG BOX

& Geographic indicato.. | &
& Months with servic...

& Ageinyears [age] |
&b Marital status [marital]
l Years at current ad...
& Household income |...
ol Level of education ... ,
& Years with currert ... Label Cases by:

2 scensnee | 2 | |
Number of Clusters: Method
@ terate and classity © Classify only

~Cluster Centers
Read initial:
@ Open dataset [ = ]
@ externel data fie [gis. |
[7] write final
@ New dataset

&) Data tils Fiie... |

.




SAVE DIALOG BOX

Creates a new variable
indicating the final cluster :
-Mmeans usier: >ave HMew varia

membership of each case. \
Cluzter membershipn

Distance from cluster center
Creates a new variable / . -.
indicating the Euclidean ' J L cancel J[_tew_|

distances bet. Each cases
and its classification
center.

r




This table shows that an important grouping is missed in the three-cluster solution

Standardized log-long
distance

Standardized log-toll free
Standardized
[og-equipment
Standardized log-calling
card

Standardized
[og-wireless

Standardized multiple
lines

Standardized voice mail
Standardized paging
Standardized internet
Standardized caller id
Standardized call waiting

Standardized call
fonwarding
Standardized 3-way
calling

Standardized electronic
hilling

04
26
6

45

A5

1.30
1.50
1
b
B0

A3

B4

7

24

-0

I

- 20

-13
-3
- 50
i
T4

N

Ti

- B3

Members of clusters 1 and 2 are

drawn from cluster 3 in the

un//ke/yto be big spenders.

Standardized log-long
distance

Standardized log-toll free
Standardized
lag-equipment
Standardized log-calling
card

Standardized
logwireless

Standardized multiple
lines

Standardized voice mail
Standardized paging
Standardized internat
Standardized callerid
Standardized call waiting

Standardized call
forwarding
Standardized 3-way
calling

Standardized electronic
hilling

23
-7
-3f

-0

Clusters 3 and 4 seem to correspond
to clusters 1 and 2 from the three-




DISTANCE'BETWEEN"FINAL
CLUSTER CENTERS

Cluster 4 is still equally

similar to the other
clusters.

Cluster 1 z 3

1 2 568 4 454
z 2,568 A.746
3 4.454 A 146

4 3631 2674 25148

Cluster 3 4

1 4.454 2631
2 f.746 A6TA
3 1515
4 14814

Clusters 1 and 2 are the
most similar, which makes
sense because they were
combined into one cluster
in the three-cluster

solution.



luster 1 23B.000
3 212.000
4 280000
Walid 1000.000
Missing 0o

Nearly 25% of cases belong to the newly created
group of "E-service" customers, which is very
significant to your profits.



Two - Step Cluster
Analysis



Two Step Cluster Analysis

» The Two Step Cluster Analysis procedure is an exploratory
tool designed to reveal natural groupings (or clusters) within
a data set that would otherwise not be apparent. The
algorithm employed by this procedure has several desirable
features that differentiate it from traditional clustering
techniques:

- The ability to create clusters based on both categorical and

continuous variables.

- Automatic selection of the number of clusters.

- The ability to analyze large data files efficiently.




Clustering Principles

In order to handle categorical and continuous variables, the TwoStep Cluster Analysis procedure uses a
likelihood distance measure which assumes that variables in the cluster model are independent.
Further, each continuous variable is assumed to have a normal (Gaussian) distribution and each
categorical variable is assumed to have a multinomial distribution. Empirical internal testing indicates that
the procedure is fairly robust to violations of both the assumption of independence and the distributional

assumptions, but you should try to be aware of how well these assumptions are met.

The two steps of the TwoStep Cluster Analysis procedure's algorithm can be summarized as follows:

» Step 1. The procedure begins with the construction of a Cluster Features (CF) Tree. The tree begins by
placing the first case at the root of the tree in a leaf node that contains variable information about that
case. Each successive case is then added to an existing node or forms a new node, based upon its
similarity to existing nodes and using the distance measure as the similarity criterion. A node that
contains multiple cases contains a summary of variable information about those cases. Thus, the CF tree

provides a capsule summary of the data file.

» Step 2. The leaf nodes of the CF tree are then grouped using an agglomerative clustering algorithm. The
agglomerative clustering can be used to produce a range of solutions. To determine which number of
clusters is "best", each of these cluster solutions is compared using Schwarz's Bayesian Criterion (BIC) or

the Akaike Information Criterion (AIC) as the clustering criterion.
-]




Using TwoStep Cluster Analysis to Classify Motor Vehicles

Car manufacturers need to be able to appraise the current market to
determine the likely competition for their vehicles. If cars can be

grouped according to available data, this task can be largely

automatic using cluster analysis.




[ car_sales:sav [DataSet1] - PASW Statistics Data Editor @M

File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help
= O[5 : Reports » . . SZ @ C@ ‘
2 ﬁ . @ s Descriptive Statistics » P =R %
I Name H Type Tables ) pbel “ Values ” Missing ” Columns “ Align “ Measure “ Role |
1 manufact String Co_mpare Mo y fturer None None 13 &> Nominal N Input [«
2 model String Cane il tinesr Model ) None None 17 &> Nominal “ Input
3 sales Numeric Generalized Linear Models » thousa... None None 8 f Scale “ Input
4 resale Numeric Mixed Models ) sale va... None None 8 & Scale “ Input
1 5 type Numeric o " type {0, Automob... None 8 1l Ordinal N Input
6 price Numeric 7 i thousa... None None 8 & Scale N Input
. T . Regression k- : |
7 engine_s Numeric i ize None None 8 & Scale N Input
8 horsepow Numeric Loglinear ' wer None None 8 & Scale “ Input
9 wheelbas Numeric plStabNGWorks < e None MNone 8 & Scale “ Input
10 width Numeric S " | B Twostep Cluster.. 8 & Scale N Input
11 |length ‘Numeric EHmenslonRedUCn SRl K-Means Cluster... 8 & Scale N Input
12 curb_wgt Numeric Scale ’ ﬂierarchical Cluster... 8 & Scale N Input
13 fuel_cap Numeric Nonparametric Tests » B Tree.. 3 & Scale e Input
14 mpg Numeric F°’ef335ﬁ"9 » M D-iscriminant.. 8 & Scale “ Input
15 Insales Numeric Survival » == : 8 & Scale N Input
16 zresale Numeric Multiple Response » ] earest Neighbor.. 8 & Scale N Input
17 ztype Numeric Missing Value Analysis... Type None None 8 & Scale N Input
18 zprice Numeric Multiple Imputation » |Pricei... None None 8 & Scale N Input
19 zengine_ Numeric Complex Samples » |Engine... None None 8 & Scale “ Input
20 zhorsepo Numeric Quality Control » [Horse... None None 8 & Scale  Input
1 21 zwheelba Numeric ROC Curve... Wheel... None None 8 & Scale N Input
\ 22 zwidth Numeric T — zsvore— Width  None None 8 & Scale N Input
23 .zlength ‘Numeric 1" 5 Zscore: Length  None None 8 & Scale N Input
24 zcurb_wg Numeric " 5 Zscore: Curb w... None None 8 & Scale “ Input | |
ac AL 1 A4 £ 2z | = 1 AL AL Qo A o 1 A | 4 1
X [
WIVariable View
|TwosStep Cluster... |PASW Statistics Processorisready | | | [ |
S—

=20 &£ @ o ™ H




TwoStep Cluster Analysis = Using TwoStep Cluster Analysis to Classify Motor Vehicles >

Running the Analysis

» [f the variable list does not
display variable labels in file
order, right-click anywhere in

Categoricsl Variables: @ the variable list and from the

wostep Cluster Analysis

context menu choose
&_-, Manufacturer [manufa... |* d “ehicle type [type] @ Display Variable Labels
@ Model [model] Q and Sort by File Order.
‘ﬁ Sales inthousands [=...

& Ayear resale value [r... » Select Vehicle fype as a

ﬁ Log-transformed sale... Continuous Yariahles: categurlcal variable.
& Iscore: d-yesr resal... & Price in thousands [pri..| < » Select Price in thousands
& Zzcore: Type [2type] @ & Engine size [engine_s] through Fuel efficiency as
& Iscore: Priceinthou... | &% Horsepower [horsepo... continuous variables.
ﬁ Tornre Fronine cive [ : T P R SR A o
) , , » Click Qutput.
—Diztance Measure————— 1 ~Count of Continuous Yariskles
@ Log-likelinood To be Standardized: g
@ Euclidean &zzumed Standardized; 0
—Mumber of Clusters ————— ~Clustering Criterion
@ Determing automstically @ Schwarz's Bayesian Criterion (BIC)
AEIMUm ﬂ (@] Akaike's Information Criterion (AIC)
© Specify fixed
MUkt £ o
- il




TwoStep Cluster Analysis = Using TwoStep Cluster Analysis to Classify Motor Vehicles =

Running the Analysis

k- Select Sales in thousands

woStep Cluster: Output [sales] and 4-year resale
value [resale] as evaluation
~hiodel Wiewer Output fields. These fields will not be

used to create the cluster

[+ Charts and tables (in Model Yiewer) model, but can give you

Yariables specified as evaluation fislds can be optionally displayed in the further insight to the clusters
Model Yiewer as cluster descriptors. created by the procedure.
LElEE S e bale (e » Click Continue and then click
& Manufacturer [man... | & Sales inthousands [za... OK.
& hodel [model] & 4-vear rezale value [re. ..

& Log-transformed za... @
& Zzoare, 4-year res...

f Lzoare: Type [zivpe]
.ﬂ'& Tornra Prica inth

—wWorking Data File

|:| Create cluster membership varishle

ML Files

D Expart final model
hhame: Browese...

= Export CF tree

Marme: Erovvze. .




TwoStep Cluster Analysis > Using TwoStep Cluster Analysis to Classify Motor Vehicles >

Model Summary and Cluster Quality

The Viewer contains a Model
Model Summa Viewer object. By activating
Ty (double-clicking) this object, you
gain an interactive view of the
: model. The default main view is
Sda TwoStep the Model Summary view.

Inputs 7 * The model summary table
indicates that three clusters
were found based on the ten

Clusters 3 input features (fields) you
selected.

Cluster Quality * The cluster quality chart
indicates that the overall
model quality is "Fair".

Poor Fair Good
[ | I T © Copyright IBM Corporation 1989,
-1.0 05 00 05 1.0

2011.
Silhouette measure of cohesion and separation




TwoStep Cluster Analysis > Using TwoStep Cluster Analysis to Classify Motor Vehicles >

Cluster Distribution

Cluster Sizes

Cluster

@ cluster-1
M cluster-2
M cluster-3

Size of Smallest Cluster 39 (25.7%)

Size of Largest Cluster 62 (40.8%)

Ratio of Sizes:
Largest Cluster to 1.59
Smallest Cluster

The Cluster Sizes view shows the
frequency of each cluster.
Hovering over a slice in the pie
chart reveals the number of
records assigned to the cluster.
40.8% (62) of the records were
assigned to the first cluster,
25.7% (39) to the second, and
33.6% (51) to the third.

© Copyright IBM Corporation 1989,
2011.




TwoStep Cluster Analysis > Using TwoStep Cluster Analysis to Classily Motor Vehicles =

Cluster Profiles

Clusters

Feature Importance

HioBosMosCo7OosHos0o.4

Cluster 1 3 2
Label
Description
Size
40.8% 33.6% 267%
(62) a1 (39)

Features

Vehicl
Automobil

1 e —————————————————————
B BE4 WEE m=ddH

* |0 the main view, select
Clusters from the dropdown to
display the Clusters view.

By default, clusters are sorted
from left to right by cluster size,
so they are currently ordered 1,
3, 2.

& Copyright IEM Corporation 15988,
2011.




TwaoStep Cluster Analysis > Using TwoStep Cluster Analysis to Classify Motor Vehicles =

Cluster Profiles

The cluster means suggest that

Features the clusters are well separated.

Wehii Wehi WV
Automob %) Automobile (100.0%)

= Mator vehicles in cluster 1 are
cheap, small, and fuel efficient
automobiles, except for a
single truck (the 1.6% of the
cluster not comprised of
automaobiles).

= Mator vehicles in cluster 2
(column 3) are moderately
priced, heavy, and have a large
gas tank, presumably to
compensate for their poor fuel
efficiency. Cluster 2 is also

entirely comprised of trucks.
Engine size Engine size Engine size . .
gz.m g:”u !3_5;; = Mator vehicles in cluster 3
(column 2) are expensive,
large, and are moderately fuel
Horsepower Horsepower Horsepower efficient automobiles.
14324 23296 187.92
Width Width Width
G8.50 72.90 ¥2.70
Wheelbase Wheelbase Wheelbase
102.60 108.00 113.00
Lenagth Lenagth Lenagth
178.20 19470 19110
Price inthousands | Price inthousands | Price inthousands
—




TwoStep Cluster Analysis > Using TwoStep Cluster Analysis to Classify Motor Vehicles >

Cluster Profiles

Features

Engine size

V.-

Wehicle type

Engine size

V-

Wehicle type

Engine size

i

Horsepower

A

Horsepower

e

Horsepower

:

Width

L A

Width

n -

Width

|

Wheelbase

A

Wheelbase

A

Wheelbase

|

Length

By

Length

A |

Length

}

Price in thousands

Price in thousands

Price in thousands

!‘ BB Z*E &l

=S = (a4 B

» The cluster means (for
continuous fields) and modes
(for categorical fields) are
useful, but only give
information about the cluster
centers. In order to get a
visualization of the distribution
of values for each field by
cluster, click on the Cells
show absolute distributions
button in the toolbar.

Mow you can see, for example,
that there is some overlap
between clusters 1 and 3 on curb
weight, engine size, and fuel
capacity. There is considerably
more overlap between clusters 2
and 3 on these fields, with the
difference that the vehicles with
the very highest curb weight and
fuel capacity are in cluster 2
(column 3} and the vehicles with
the very highest engine size
appear to be in cluster 3 (column
2).




TwaoStep Cluster Analysis = Using TwoStep Cluster Analysis to Classify Motor Vehicles =

Cluster Profiles

. * To see this information for the

M evaluation fields, click on the
Display button in the toolbar.

FESINTES » Select Evaluation fields.
s/ Evaluation fields
Fields: B Click OK.

ﬁ Sales inthouszands
& 4-year resale value

The evaluation fields should now
appear in the cluster table.

Cluster descriptions
Cluster sizes
Maimum number of categories shown in charts:

(o] cancel




TwoStep Cluster Analysis = Using TwoStep Cluster Analysis to Classify Motor Vehicles =

Cluster Profiles

-Iilmluatinn Fields| Sales inthousands | Sales inthousands | Sales inthousands

The distribution of sales is similar
across clusters, except that
clusters 1 and 2 have longer tails
than cluster 3 {column 2). There
is a fair amount of overlap in the
distributions of 4-year resale
value, but clusters 2 and 3 are
centered on a higher value than
cluster 1, and cluster 3 has a

longer tail than either cluster 1 or
2.




TwoStep Cluster Analysis > Using TwoStep Cluster Analysis to Classify Motor Vehicles >

Cluster Profiles

» For another way to compare
clusters, select (control-click)
on the cluster numbers
(column headings) in the
clusters table.

Cluster Comparison

CRE N B
 In the auxiliary view, select
Cluster Comparison from

. the dropdown.
Vehicle type “ For each categorical field, this

shows a dot plot for the modal
Automobile Truck category of each cluster, with dot
size corresponding to the
—— percgntage of reccrrd.s. Far
Curb weight — continuous fields, this shows a
boxplot for the distribution of
values within each cluster
overlaid on a boxplot for the
distribution of values overall.
——F These plots generally confirm
Fuel efficiency o what you've seen in the Clusters
view. The Cluster Comparison
view can be especially helpful
when there are many clusters,

and you want to compare only a
__.—
few of them.

Fuel capacity T




TwoStep Cluster Analysis = Using TwoStep Cluster Analysis to Classify Motor Vehicles >

sSummary

Using the TwoStep Cluster Analysis procedure, you have separated the motor vehicles into three fairly broad
categories. In order to obtain finer separations within these groups, you should collect information on other
attributes of the vehicles. For example, you could note the crash test performance or the options available.

@ Copyright IBM Corporation 1525, 2011.







